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Current motion detectors that control lighting and building HVAC systems use passive infrared (PIR) sensors to detect the presence of a person in a room. However, PIR sensors cannot see small amounts of motion in a room and will turn the lights and HVAC system off on the occupants of a room who are sitting and working in the room. To remedy this problem I propose that a low-power computer vision system is used along with a PIR sensor to perform variable frame rate image differencing to detect the presence of people sitting and working in the room.
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I. INTRODUCTION

Making systems smarter and more energy efficient is one of the many problems faced by our world today. Dumb building lighting systems and HVAC systems consume tremendous amounts of energy while performing unnecessary work by illuminating and cooling or heating unoccupied rooms. Efforts have been made to incorporate motion detector systems into the lighting and HVAC control loop that turn the lights and HVAC system on when motion is detected, and that turn the lights and HVAC system off after motion has not been detected for a long period of time.

These motion detection systems rely on inexpensive passive infrared (PIR) sensors to detect motion within a room. PIR sensors work by looking for large changes in the passive infrared light emitted by objects in the room. Different objects at different temperatures in the room emit different amounts of infrared light. PIR sensors are used in motion detection systems to detect when the amount of passive infrared light in a room changes when an object enters or exits the PIR sensors field of view.

Thus, when a person, who is at a different temperature than the room, enters or exits the PIR sensors field of view it detects that the scene has changed. However, the PIR sensor cannot detect if a person entered or exited the room. The PIR sensor only detects if something in its field of view changed. Additionally, PIR sensors cannot detect small amounts of motion within their field of view because small amounts of motion do not drastically change the amount of passive infrared light in the room.

Because of the limitations of PIR sensors, PIR based motion detectors cannot sense the presence of, for example, an office worker sitting at his or her desk who is in the line of sight of the PIR sensor. The officer worker will have to get up and move around to re-trigger the sensor to keep the lights and HVAC system on. Additionally, when the office worker leaves his or her room, the PIR sensor will not be able to detect the absence of the officer worker’s presence and will instead turn the lights off based on a countdown timer from the last time the PIR sensor was triggered. This means that the lights and HVAC system will continue to run for a long while in the absence of the office worker.

To solve these problems I propose that a low-power and inexpensive computer vision system is used along with the PIR sensor to perform variable frame rate image differencing to detect the presence of the office worker sitting in the room when the PIR sensor cannot. Additionally, the low power and inexpensive computer vision system could also possibly be used to count the number of occupants in a room to control the lighting and HVAC system more precisely.

II. IMPLEMENTATION

The proposed motion detection system will consist of a PIR sensor and the CMUcam4 low-power computer vision system. The CMUcam4 is an embedded system development platform that pairs a microcontroller with a cell phone camera.

The CMUcam4 will use the PIR sensor to detect motion in a room when the CMUcam4 cannot see because the lights are off. When the PIR sensor detects motion, the CMUcam4 will then turn the lights on and wake up from sleeping. The CMUcam4 will then adjust to the lighting in the room and take a picture of the room for reference. After which the CMUcam4 will proceed to go back to sleep to conserve power while leaving the lights on.

After sleeping for a while (the optimal sleep time must be determined empirically) the CMUcam4 will then wake up and take another picture and compare this new picture to the reference picture that was taken previously. The differences between the two pictures will be thresholded using a look up table and the resulting binary bitmap will be stored to memory. Additionally, the CMUcam4 will compute the average of the new image and the reference image and replace the reference image with the average image. Finally, the CMUcam4 will also store the histogram of the differences to memory to adjust the threshold look up table in response to different distributions of the magnitude of differences in an image.

The CMUcam4 will then go back to sleep, wake up again after some amount of time sleeping, and repeat the above
process again. The CMUcam4 will detect motion in the room by looking at the binary bitmap of all the blobs in the thresholded pixel differenced image. All binary blobs larger than a certain size and having a certain pixel density will be treated as differences. The presence of large and dense binary blobs will tell the CMUcam4 to leave the lights on in the room.

The CMUcam4 will then go back to sleep for an amount of time inversely related to the amount of motion detected for the current sample period and the previous sample periods. When the CMUcam4 detects a lack of motion over time, it will sleep for shorter periods of time increasing its sample rate. When the CMUcam4 detects motion over time it will sleep for longer periods of time decreasing its sample rate.

Because the CMUcam4 averages images of the room each time it samples, objects that stop moving will slowly disappear into the background of the image. By having a variable sample rate, the CMUcam4 will be able to more quickly react to the lack of the presence of motion in a room to turn the lights off faster by increasing the sample rate causing non-moving objects to fade into the background. More importantly, the CMUcam4 will also be able to stay in low power sleep mode for longer to avoid drawing excessive amounts of power when motion is detected.

The reason for using the CMUcam4 or any other low power vision system over a fully-fledged computer for this application is that the CMUcam4 is able to draw about 100 uA sleeping and less than 100 mA while operating. Any sensor that controls the lights for the room should not draw an amount of energy comparable to the load it controls.

III. MILESTONES

My goal is to have completed all of the code for the application by the start of November. I would like to begin testing the application and refining empirically chosen constant values during that time while testing the system out.

By the end of November, I hope to have a working system that can perform well in contrived test situations. Because I do not have a partner, I do not think I will be able to accomplish much more than this.

IV. RELATED

I am the inventor of the CMUcam4 open source programmable embedded color vision sensor. I have spent two years working on the project so far. I designed the CMUcam4 hardware and software. Additionally, I wrote all the documentation for the CMUcam4 and provided Arduino Interface libraries for it. I also run the CMUcam4 website and provide help support for CMUcam4 users.

For this project, I will have to rewrite the CMUcam4 firmware to make frame differencing possible. By default, the CMUcam4 performs none of the features needed for this project. The default CMUcam4 firmware performs color tracking and calculates basic color statistics among many other features, but not frame differencing due to the requirement of having to store a complete frame of the image in memory. I will be reusing some basic camera initialization code from the CMUcam4 firmware, but beyond that, I will have to rewrite the image processing pipeline code from scratch.
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